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Overview
• Fast Visual Processing

• Biological Constraints
• The State of the Art

• Human level performance with deep networks
• What’s missing?

• Spikes
• Neurons don’t send floating point numbers
• Order of firing across populations - coding with one spike per neuron

• Ultra-sparse processing
• Grandmother Cells!
• Neocortical Dark Matter!

• Towards a new computational paradigm
• Fusion of Neuroscience and Computation



Fast Visual Processing

• Rapid Serial 
Visual 
Presentation 
(RSVP)

• 1970s

• Molly Potter 

• RSVP at 10 fps



Ultra Rapid Scene Categorisation

Behavioural Reaction Times

Targets

Distractors

Difference

Event Related Potentials

Scene 
Processing in 
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•Saccades towards faces in 100 ms!
•Minimum for animals : 120 ms
•Minimum for vehicles : 140 ms

Crouzet,	Kirchner	&	Thorpe,	2010

Saccadic Choice Task
   

400 ms

   

200 ms

        
+

800-1600 ms



•Up to 6 saccades a second!

Face Zapping Task



Face Zapping Task



• Feedforward 
processing

• Only a few 
milliseconds per 
processing step

• Processing without 
context based help

Ultra-Rapid Visual Processing

• Animal ERP difference 
at 150 ms in humans

• Saccades to animals in 
120 ms

• Saccades to faces in 100 
ms

• 5 saccades a second

• Could an artificial system do the same thing? 



Temporal Contraints - 1989

Argument
• Roughly 10 layers
• 10 ms per layer
• Firing rates 0-100 Hz

Face selectivity at 100 ms (Perrett Rolls & Caan, 1982)

Therefore
• Essentially feedforward (?!) 
• One spike per neuron (?!)
• Rate coding impossibleRetina

LGN

V1

V2

V4

IT



Biological vs Computer Hardware
Computer

• Nvidia GTX Titan X
• 11 TeraFlops!

• 3854 cores

• 12 billion transistors

• 480 Gbytes/sec Memory bus

• 250 watts

• $1200
• 86 billion neurons

• 16 billion in the cortex

• 4 billion in the visual system

• 1 KHz 

• 1-2 m/s conduction velocity

• 20 watts

Is that enough to reproduce 
human performance?

Brain



The ImageNet Challenge

•10,000,000 training images

•10,000+ labels

•Systems tested on new images, with 1000 possible labels

•ECCV 2012 Firenze

•The state of the art was beaten by a “simple” feedforward 
convolutional neural network trained with Back-Propagation



AlexNet

• 650,000 “neurons”

• 60,000,000 parameters

• 630,000,000 “synapses”

Output Layer

Convolutional Layers
 

Fully Connected Layers

253440 186624 64896 64896 43264



AnimalsAlexNet



And then….
• Geoff Hinton and his two 

students launched a start-up 
(DNNresearch)

• bought by Google…

• Yann LeCun, a pioneer of feed-
forward convolutional networks 
since the end of the 1980s

• Hired by Facebook…



Human performance

ImageNet Performance Superhuman 
performance

Supervision

Supervision

•Feedforward architectures really can be very powerful 
•But has vision been “solved”? 



History of Neural Networks
1940

1950

1960

1970

1980

1990

2000

2010

Now

Rosenblatt’s Multi Layer Perceptron (1962)

Rumelhart, Hinton & Williams - Backpropagation (1986)

Warren McCulloch & Walter Pitts (1943) • Old ideas!

• Why the change?

• Development of GPU 
gaming hardware

• Massive quantities of 
labelled training data

Frank Rosenblatt’s Perceptron (1958)

Alex Krizhevsky, Ilya Sutskever & Geoff Hinton  (2012)

Kunihiko Fukushima’s Neocognitron (1980)



Comparing Neurons and Deep Networks

• Jim DiCarlo
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Spatial Convolution
over Image Input
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Step 2:  Compare to Neural Data

 

V1

ITV2

V4

Visual Recognition Task

“V1” “V2” “V4” “IT”

Can compare!

“B
ehavior”

“face
“dog
“apple”
“tree
“banana
“car”

A specific deep ANN (evolved to try to solve core recognition)

Brain

Dan Yamins, Hong, Solomon, Seibert and Jim DiCarlo NIPS (2013), PNAS (2014)  



High Level Vision with neurally plausible architectures!
 What’s missing?

• No recurrent connections

• No horizontal connections

• No dendrites

• No synaptic dynamics

• No Memory

• No Attention

• No Binding

• No Oscillations

• No Spikes!



Coding by Neurons : The Classic View

2
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3

0,213

0,432

0,112

0,238

0,309

•Spikes don't really matter

•Neurons send floating point numbers

•The floating point numbers are transformed into 
spikes trains using a Poisson process

•God plays dice with spike generation!
0,375

•View reinforced by the success of Deep Learning and Convolutional Neural Networks



Temporal Coding Option

• Spikes do really matter

• The temporal patterning of spikes across neurons 
is critical for computation
• Synchrony
• Repeating patterns
• etc

• The apparent noise in spiking is unexplained 
variation



Order based coding

Weak 
Stimulus
Medium 
Stimulus
Strong 

Stimulus

Time

Threshold

•Ordering of spikes is critical

•The most activated neurons fire first

•Temporal coding is used even for stimuli that are not 
temporally structured

•Computation theoretically possible even when each 
neuron emits one spike



Sensory Coding with Spikes

• Edgar Douglas Adrian (1920s)
• First recordings from sensory fibres

Low	intensity

High	intensity

Higher	maintained	
firing

Higher	peak	
firing

Shorter	
Latency!

• The retina is an intensity to 
delay converter

• This basic physiological fact 
was ignored for over 60 years!



Spike-based Processing

• Processing with a wave of spikes
• The most strongly activated cells fire first
• Information can be encoded in the order of firing



Coding in the Optic Nerve

1,000,000 
fibres
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Coding in the Optic Nerve



Intensity
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A mini retina
32 x 32 pixels

Coding in the Optic Nerve



Coding with Spike Ordering

Less than 1% of 
cells need to 
fire for 
recognition!

Example
• A toy retina



Rank Order and Contrast
• How does contrast change with rank order?

• Data from 3000 natural images

When 0.1% have fired, 
average contrast is < 10%

When 1% have fired, 
average contrast is < 3%

Forget the other 99%!

The first 1% does all the work!



The Unreliability of Poisson processes

• To obtain 100 ± 10 Hz in 10 ms would need 281 redundant neurons!

If a Poisson process generates 1 
spike in 10 ms, you can be 90% 
confident that the underlying rate 
lies between 5 and 474 Hz

Even with 30 redundant neurons, and 30 
spikes in 10 ms, the confidence interval 
would be 72-135 Hz



The Classic View
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Spikes really are important!



Cortical Circuits

• Feed-forward inhibition
• desensitisation
• gives maximum importance to the 

first spikes

• Feedback inhibition
• k- Winner take all
• Controls the number of cells that 

are allowed to fire

Can these ideas 
be used to solve 
real problems in 

vision? 



One spike processing

•Face identification directly using oriented filters
•Relevance to Face Zapping task? 



Very robust to low contrast

Very robust to noise

• 30 minutes of 
simulation time!

• Virtually all the faces correctly 
identified (393/400)

• 1999 Creation of 
SpikeNet 
Technology

• 2016 Acquition by 
BrainChip Inc

One spike processing



Spikes and Sparsity Threshold

•With spikes
• Easy to control the percentage of active neurons

• Solution to the k-Winner Take All problem
• A counter circuit prevents more than k inputs  

from firing



12345678910

N of M coding

1,00E+024,95E+031,62E+053,92E+067,53E+071,19E+091,60E+101,86E+111,90E+121,73E+13



Generating Selectivity
• Suppose that the neuron has 10 synapses
• Suppose that the percentage of active inputs is fixed at 10%
• What is the likelihood of having a given number of synapses active?

• With a threshold of 4 the neuron would only have a 1% 
chance of firing with a random input

• With a threshold of 5, the probability drops to 0.1%

• Spikes make it easy to make neurons 
that are arbitrarily selective



The Other Trick

• What changed between the 1980s and 2012?

• Availability of very fast GPU hardware

• Availability of huge amounts of labelled data for training

• A switch from Sigmoidal to ReLU functions

• This is equivalent to using Spiking 
Neurons!



ERC Grant (2013-19)



Grandmother Cells? 

• Do Grandmother Cells Exist? 



Local vs Distributed Coding

• Very few proponents of Local coding

• Jerzy Konorski (1967)

• “gnostic neurons”

• Horace Barlow (1972)

• “cardinal cells”

• Alberta Gilinsky (1984)

• “cognons”

• Criticisms of localist coding

• There are not enough neurons 
in the brain

• Coding by single cells is too 
risky - not enough redundancy

• No-one has ever found a 
“Grandmother cell”

• Individual neurons are too 
unreliable

• You would lose the advantages 
of distributed coding

• No-one knows how to make a 
“Grandmother cell”

Threshold



A Jennifer Anniston Cell !

Grandmother Cells in Man?

• Halle Berry
• The Taj Mahal
• Bill Clinton
• Saddam Hussein
• The Simpsons
• The patient’s brother
• Members of the research team
• ...



Neocortical Dark Matter?

• Question
• What is the true distribution of firing rates in the cortex?
• Are there neurons that never fire for very long periods of time?

• Problem
• Nearly all single unit neurophysiological studies are biased 

towards neurons that have spontaneous activity
• The number of neurons recorded seems far lower than would 

be expected
• Only 5-15 neurons recorded per descent (out of hundreds)

•The Brain could be extremely sparse!



The Importance of Representation
• Grandmother Cells are generally dismissed

• But there is good evidence for them 
• Single unit recording 
• Analysis of Deep Learning networks

• Neocortical Dark Matter

• Only very small percentage of neurons actually fires

• The secret of maintaining memories over the entire lifetime

• We still have the neurons we had when we were infants
• Grandmother cells and Dark Matter mean that memories are not overwritten

• Importance for Neural Network Hardware!



Computational Costs

1 million neurons

Inputs

Recurrent 
Connections

Outputs
• Using Standard Neurons with floating 

point numbers

• 1012 Floating point operations per 
clock for the recurrent connections

• Additional Computations for each 
Input channel

• With Grandmother Cells and Dark 
Matter

• Only the recurrent connections for 
the active neurons need to be 
calculated

• Activity could be 0.1% or less!



Packet Based Crossbar Processing
• k-WTA circuit sets the packet size

• Allows Spike by Spike processing

• Can be used with very large 
networks

1 million neurons

Inputs

Recurrent 
Connections

Outputs

• Ultra Sparse Representation!



BrainChip’s AKIDA chip

• 1.2 million neurons
• 10 billion synapses
• On chip JAST learning

• 50 mm2 
• Production cost : $10-15
• Available before end 2019



• Deep Learning Networks are the state of the art
• Problem

• Very computationally demanding

• Inspiration from biology
• Use spikes!

• Use the order of firing to encode information

• Use circuits to control the percentage of neurons that fire

• Grandmother Cells and Neocortical Dark Matter

• Spikes also important for learning 

• another story!

• Development of Spiking Hardware
• Ultra Low Power devices

Final Thoughts

Don’t believe the Neuroscientists!
• Neurons don’t always use rate coding

• They send pulses not floating point numbers

• Neurons can be extremely selective

• Neocortical Dark Matter may be the reality

•Ultra Sparse Coding!!


